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Intel Nehalem
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~"intel Nehalem

e Review entire term by looking at most recent microprocessor
from Intel

e Nehalem is code name for microarchitecture at heart of Core i7
and Xeon 5500/5600 series server chips

e First released at end of 2008
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*Nehalem oystem Example:

> Apple.Mac Pro Desktop 2009

Two Nehalem Chips (“Sockets”), each containing
Each chip has three four processors (“cores”) running at up to 2.93GHz
DRAM channels attached,

each 8 bytes wide at
1.066Gb/s (3*8.5GB/s).

‘QuickPath” point-point system
interconnect between CPUs and 1/O.
Up to 25.6 GB/s per link.

Can have up to two
DIMMs on each channel
(up to 4GB/DIMM)

PCI Express connections for
Graphics cards and other extension

boards. Up to 8 GB/s per slot. )
P P EE -
. e

Disk drives attached with 3Gb/s
serial ATA link
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;-'Bmldmg blocks to support "Family o
~'processors

Nehalem Design Scalable Via Modularity

Nehalem Building Ex: 4 Core Ex: 8 Core

Block Library

I iGraphics
: o
l Cache

e

Sample Range of Product Options
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"’Nehalem Die Photo
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~"Nehalem-EX (8-core)
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Nehalem Memory Hierarchy

Private L1/L2
per core

Local
memory
access
latency

~60ns

[32KkB L1 1$ 32KB L1 I$
4-8 Cores
CPU Core EEEEEEEEEEEEN CPU Core
32KB L1 D% 32KB L1 D$
‘ 2b6KB L2% ‘ 256KB L2%
U 8MB-24MB Shared L3%

1-2 DDR3 DRAM

QuickPath System

Memory Controllers Interconnect
1 1 1 1 1
v v v R R

Each DRAM Channel is
64/72b wide at up to 1.33Gb/s
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L3 fully inclusive

of higher levels
> (but L2 not

inclusive of L1)

J

Other sockets’ caches
kept coherent using
QuickPath messages

Each direction is 20b@6.4Gb/s




“‘Cgche Hierarchy Latencies

e [132KB 8-way, latency 4 cycles

e |2 256KB 8-way, latency <12 cycles

e |3 8MB shared, 16-way, latency 30-40 cycles (4 core system)

e |3 24 MB shared, 24-way, latency 30-60 cycles (4 core system)
e DRAM, latency ~180-200 cycles
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lehalem-Virtual Memory Details

-~

Implements 48-bit virtual address space, 40-bit physical address
space

Two-level TLB
I-TLB (L1) has shared 128 entries 4-way associative for 4KB

pages, plus 7 dedicated fully-associative entries per SMT thread
for large page (2/4MB) entries

D-TLB (L1) has 64 entries for 4KB pages and 32 entries for
2/4MB pages, both 4-way associative, dynamically shared
between SMT threads

Unified L2 TLB has 512 entries for 4KB pages only, also 4-way
associative
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e on-chip snoop cache

coherence
apo | opn QP2 aPi3 o MESIF — (M)odified, (E)xclusive,
cores - — - (S)hared,(l)nvalid, (F)
& 3 ordwarder
Core e L _ e Ring as interconnection
network

|McodHeo | [TEA |‘ Router HATCH | e Upto 250GB/sec
Cnreh.—-——,_h*:ﬁl I i Oreh

ored E*t-:ﬁu - :1%7 s ore

EMID S
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“*All Sockets can Access all Data

~60ns
Local Memory Access

DRAM

v\/

Remote Memory Access
~100ns
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e Directory like scheme to oo | opn oz | am |

keep shared-memory view | ; .
(92" 15 — cvs - Sk € ored
e The router can connect up to ﬁ
4 QP ‘ L

e Complex topologies: twisted
hypercube

ShI0 SMIH v |

. T
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e [ntel Architecture capable of
QPI connected 8-Sockets /
128threads

e Max 2 QPI hops between two
sockets
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CORE ARCHITECTURE

UC R
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b"(.mma Area Breakdown

L1 Data Cache L2 Cache
& Interrupt
Execution Servicing
Units ,
Memory Ordering
& Execution Paging
Branch Prediction
Qut-of-Order Instruction
Scheduling & Decode &
Retirement Microcode Instruction Fetch
& L1 Cache
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128 Entry
ITLB (4 way)

32 KB |-cache (4 way)
- 128 bits
16B Pre-Decode, Fetch Buffer

L. 6 instructions

18 Entry Instruction Queue 4756

b » b b bits

Y

ot

i

Reaqister Alias Table and Allocator
54 nops 4 uops
128 Entry Reorder Buffer (ROB) 7> -IReiiremenI Reqister Fil
7 (Program Visible State)
“5-4 nops

¥

36 Entry Reservation Station

Port &

Store
128 bits




=ront-End Instruction Fetch & Decode

128 Entry
ITLB (4 wa 32 KB |-cache (4 way)

128 bits

16B Pre-Decode, Fetch Buffer

6 instructions

Fetch Unit X86

18 Entr'g.rr Instruction Clueue instruction

Instruction

bits
code omplex | Simple | | Simple || Simple
H Jecoder| |Decoder| |Decoder] |Decode
4 pops 1 pop 1 pop
iInternal
28 Entry pop LSD Buffer LUOP bits

4 pops
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“'Iéroni_: End I: Branch Prediction

e Part of instruction fetch unit

e Several different types of branch predictor

e Details not public

e Loop count predictor
e How many backwards taken branches before loop exit
e (Also predictor for length of microcode loops, e.g., string move)

e Return Stack Buffer

e Holds subroutine targets
e Renames the stack buffer so that it is repaired after mispredicted returns
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“Front End II; x86 Decoding

e Translate up to 4 x86 instructions into uOPS each cycle

Only first x86 instruction in group can be complex (maps to 1-4
uOPS), rest must be simple (map to one uOP)

Even more complex instructions, jump into microcode engine
which spits out stream of uOPS
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*BE: Qut-of-Order Execution Engine

I 28 Entry pop Buffer I

$4 pops

Register Alias Table and Allocator

\i«l pops

128 Entry Reorder Buffer (ROB)

*#4 pops

Renaming happens at uOP level (not

original macro-x86 instructions)

‘/—’li . |Retirement Reaqister Fil
HOP (Program Visible State

i

36 Entry Reservation Station

Port 0

Port 1

Port &

Putting All Together: Intel Nehalem




36 Entry Reservation Station

Load queue 48 entries

Store queue 32 entries
Intelligent load scheduling

Up to 16 outstanding
misses in flight

Store
128 bits

™ 256
bits

~128 bits

L S
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quadruple associative Instruction Cache 32 KByie, Uncore
128-entry TLE-4K, ¥ TLB-2/4 W per thread

Quick Path
Prefetch Buffer (16 Bytes Branch Iter-
Prediction connect | |
glaballbirmodal -
Predecode & loop, indirect 4u20 BE
Instruction Length Decoder jmp RAS BAGTS
~ — TITIXI] |
Instruction Queue
18 =86 Instructions M[:Enz:r] ] =
Alignrmert Cont "3'" - -
WMacroOp Fusion Atrotier 3w B4 Bit
In-Order Decode and <« 133 GTis
Register Renaming — smpe|  [smpe
D oder Decoder ecader ecader
Caornman
Loop l l L3-Cache
o Stream Decoded Instruction Queue (28 pOP errtrieh 8 MByte
Decader 1 I I
In-Order retire | MicroOp Fusion | 1
2k I_ l’
Retirerne 2 « Regist '
Register
File Reaorder uffer[lEE-entry]fused]
Reservation Station [128-entry) fu5+|:| 2-way,
i G4 Byte
Cacheline,
private
Out-of-Order Lo
Execution
S12-entry
L2-TLB-4 K

2 SMT Threads
per Core

Putting All Together: Intel Nehal méﬂfnﬁ?fﬁﬁE?Ei?nFya':Tﬁ-zzzfﬁiﬂm'

Result Bus

Out-of-Order
Completion




MT. with OoO Execution Core

e Reorder buffer (remembers program order and exception status
for in-order commit) has 128 entries divided statically and
equally between both SMT threads

e |COUNT (guess?) fetch policy
e (BRCOUNT, MISSCOUNT, etc..)

e Reservation stations (instructions waiting for operands for
execution) have 36 entries competitively shared by SMT
threads

e |Load & Store Queues Statically partitioned and equally between
both SMT threads
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e "Cualquier tecnologia suficientemente avanzada es
indistinguible de la magia" Arthur C. Clarke
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